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2L-ZED-IDS: a Two-Level Anomaly Detector
for Multiple Attack Classes

Marta Catillo, Massimiliano Rak and Umberto Villano

Abstract Cloud computing is currently a thriving technology. Due to their critical
nature, it is necessary to consider all kinds of intrusions and abuses that typically
plague cloud environments. In order to maintain its resilient-state, a cloud system
should have tools capable of detecting known and updated threats, but also unknown
attacks (0-day). This paper presents a two-level deep learning architecture for de-
tecting multiple attack classes. In particular, it is an extension of a previous study
with a dual objective: reducing the false alarm rate and improving the detection rate,
and testing the system with different types of attacks. The problem is treated as a
semi-supervised task, and the anomaly detector exploits deep autoencoder building
blocks. The model is described and tested on the recent CICIDS2017 and CSE-CIC-
IDS2018 datasets. The performance comparison with our previous study shows a
lower false alarm rate and the validity of the model for multiple attack classes.

1 Introduction

Cloud Computing is an extensively used technology. According to the NIST defi-
nition, it is a model that allows to enable ubiquitous, on-demand network access to
a shared pool of configurable computing resources (e.g., networks, servers, storage,
applications and services) rapidly and with minimal effort [14]. Due to its grow-
ing popularity, cloud computing faces a plethora of different problems including
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security ones. Therefore, it is crucial to consider all the aspects regarding the se-
curity level provided by such a paradigm. Although some security issues are well
known, in such a large and evolving context it is necessary to constantly reconsider
the validity of traditional protection mechanisms in order to deal with increasingly
sophisticated attacks. All cloud systems, due to their distributed nature, could be vul-
nerable to new attacks and intrusions [17]. As stated in [15], security is a challenge
in cloud computing; as a matter of fact, intrusion detection tools for cloud systems
are becoming increasingly refined, with the aim of managing large volumes of data
and detecting unknown malicious behavior. Therefore, the study of new detection
techniques with high accuracy and low false positive rate is an active research topic.
Among recent works, modern machine learning techniques, and in particular deep
learning, have proven to be surprisingly useful [11].

In this paper we present a deep learning anomaly detector for multiple attack
classes. In particular, it is an extension of our previous study of an anomaly detector
for DoS attacks that treats the problem as a semi-supervised task and uses the au-
toencoder model. More specifically, semi-supervised learning combines supervised
and unsupervised learning, in that it requires at some extent data labeling [5]. The
model presented in our previous study identifies abnormal network traffic and flags
the relative data points as outliers. We achieved 95.82% accuracy for DoS attacks
on the CICIDS2017 dataset and we showed the possibility to use the autoencoder
model to discover DoS attacks not present in the training set, such as 0-day attacks
[4]. Although these results are encouraging, there are a number of reasons that led
us to extend it. In particular:

• Reducing False Alarm Rate
in our previous study, the false alarm rate, equal to 4.32% for DoS attacks, was
not negligible. In order to reduce this value, we introduce now a two-level tech-
nique. This is a training approach linked to the well-known concept of double-
loop learning, typically used in a completely different domain to create and trans-
fer knowledge within an organization [2]. Our objective is to reduce the number
of false positives thanks to the two-level approach;

• Extending to multiple attack classes
the model proposed in the previous work was extensively tested on DoS attacks.
However, cloud services could be vulnerable also to other types of attack, and it
is worth performing more extensive testing;

• Testing with updated datasets
in the previous study, we used the CICIDS2017 dataset. For the sake of com-
pleteness, in this work we will also consider the results obtained with the updated
version of the dataset, CSE-CIC-IDS2018.

The remainder of this paper is structured as follows. Section 2 deals with related
work. The paper will go on by illustrating our basic approach and our new two-level
proposal (Section 3). Section 4 presents the results obtained. Finally, the conclusions
are drawn and our future work outlined.
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2 Related Work

As mentioned in the introduction, the anomaly detector presented in this paper is
the evolution of a previous prototype, based on semi-supervised learning and on
an autoencoder model. Both the new and the original proposal can be classified
as NADS (Network Anomaly Detection Systems) based on machine learning [16].
For space reasons, here we will not deal with the literature related to this class of
anomaly detectors, referring the interested reader to the “Related work” section of
our previous paper [4]. In the following, the focus will be only on intrusion detection
systems for cloud environments, and on the two-level training technique that is one
of the distinctive features of our new proposal.

The literature contributions on intrusion detection challenges and opportunities
for clouds are surveyed in [13], where the authors describe the different types of
IDS in cloud environments and discuss possible intrusion detection techniques.

In [9], the authors propose an innovative intrusion detection system (IDS) for
cloud computing based on a combination of a multilayer perceptron (MLP) net-
work, an artificial bee colony (ABC), and fuzzy clustering algorithms. They use the
CloudSim simulator and the NSL-KDD dataset to test their system. Even if this IDS
is machine learning-based, it is different from our proposal, which exploits simply
deep autoencoders and not a combination of different components or algorithms.

Idhammad et al. [10] propose a distributed machine learning intrusion detection
system for cloud environments. Their system is designed to be inserted in the cloud,
so as to intercept incoming traffic to the edge network routers. The authors use an
ensemble of Random Forest classifiers to perform a multi-class attack classifica-
tion. The paper presents the results of experiments conducted on the CIDDS-001
(Coburg Intrusion Detection Data Set) dataset. This is a flow-based dataset created
in a cloud environment based on OpenStack platform. It is relatively recent but,
unlike the CICIDS datasets we used for our tests, does not allow to distinguish be-
tween individual attacks. DoS attacks, for example, are not subdivided in multiple
classes. The authors achieve an average accuracy of 97% and an average running
time of 6.23 s for all the dataset.

A study presenting a learning approach similar to our two-level training tech-
nique, but in a different application domain, is reported in [7]. The authors perform
iterations of Double Clustering (DC), a two-stage clustering procedure. The first
DC iteration extracts a meaningful structure of the data, while a number of the suc-
cessive iterations gradually improve the clustering quality. The authors achieve re-
markable results on text categorization tasks, as their unsupervised procedure can be
competitive with a supervised support-vector machine. The double clustering tech-
nique was first presented in [19], where the advantages of DC over other clustering
methods are highlighted and commented.
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3 2L-ZED-IDS: a Two-Level Anomaly Detector

3.1 Basic approach

The core component of our anomaly detector is the autoencoder (AE). Autoen-
coders, which are a particular type of ANN, are trained to reconstruct their input
vector. They are composed of an input layer, an output layer, and one or more hid-
den layers. The input and output layers have the same dimension while the hidden
layer typically has a smaller dimension than that of the input. In particular, the hid-
den layer learns the latent representation of input vectors in a different feature space
with smaller dimensions [8]. If multiple hidden layers are used, the resulting net-
work is known as deep or stacked autoencoder.

The learning process forces the AE to catch most relevant features of training
data at the hidden layer, also called bottleneck, in such a way that the input can be
reconstructed at the output layer. The autoencoding process consists of encoding and
decoding. During the encoding phase, the autoencoder tries to represent the given
input by using its hidden layer(s). In the decoding phase it tries to reconstruct the
input by using the information encoded in its hidden layer(s). The training process
aims at reducing the Reconstruction Error (RE), defined as the difference between
the reconstructed and the original version of the input [3].

As mentioned before, our solution is based on the use of a (stacked) autoen-
coder for anomaly detection. In particular, we assume that the traffic representing
the attacks is an abnormal deviation from standard network traffic. We train and
validate our autoencoder by learning from a training dataset containing only “nor-
mal” network traffic. This model, capable of reconstructing inputs corresponding to
normal traffic, is successively used to identify any behavioral anomalies (outliers)
attributable to attacks. If an AE is trained using only “normal traffic” data, it will
provide a low RE (good reconstructed representation) for any normal input data, and
high RE (bad reconstructed representation) for anomalous input data. This approach
is represented graphically in Figure 1.

The discrimination between anomalous and normal inputs can be based on the
use of a suitable threshold RE value (anomaly threshold): the inputs producing RE
values under the threshold are considered “normal”, and those with REs above the
threshold anomalous ones. A key activity that drives the whole process to set up the
trained autoencoder, to find the threshold, and to test its performance on a suitable
dataset is the partitioning of a labeled dataset. This process is described in detail in
our previous work [4]. As a final result, we get the ZED-IDS AE, a network that can
be used for attack detection. If input data leads to an RE value higher than the fixed
threshold, the system will launch an alert.
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Fig. 1 Attack detection by a trained autoencoder

3.2 Two-Level approach

In the field of intrusion detection reducing the number of false positives is an active
research topic, as many false alarms are typically generated during the intrusion
detection process. This issue mainly concerns anomaly-based IDS, where in most
cases it is very hard to establish an appropriate and accurate “normal” profile. Our
previous prototype ZED-IDS is an anomaly-based detector, and produces a non-
negligible number of false positives. Not surprisingly, we recorded a false alarm
rate equal to 4.32% for DoS attacks [4].

As mentioned above, in the context of anomaly-based detection the problem of
false positives arises because it is difficult to properly profile benign and therefore
normal behaviors. Starting from these considerations, we re-evaluated our model
by providing a double level of learning. As discussed in the introduction, this ap-
proach partially derives from the well-known concept of double loop learning [2],
a technique that involves changing objectives and decisions-making rules based on
experience. In particular, double loop learning entails the modification of goals or
decision-making rules in the light of experience. In out context, the results of a
trained autoencoder are used to train two successive autoencoders, in order to obtain
a two-level network with improved detection capabilities. Our goal is to minimize
the number of false positives and possibly also to increase the detection rate by re-
ducing the number of false negatives. It is worth pointing out that this methodology
only partially derives from double loop learning, as the objective remains the same
throughout the whole process.

Starting from these considerations, we defined the two-level process sketched in
Figure 2, where:

• Network flow: is single system input (flow) to be evaluated;
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• Net1, Net2Ok, Net2KO: are ZED-IDS autoencoders obtained by different training
sets (more on this later);

• OK: are network flows classified as BENIGN;
• KO: are network flows classified as ATTACK;
• False negatives (FN): are ATTACK network flows classified as BENIGN;
• False positives (FP): are BENIGN network flows classified as ATTACK.

Our goal is to use the upper AE at the second level to distinguish BENIGN flows
(OK) from false negatives (FN), which are to be classified as BENIGN and AT-
TACK, respectively. On the other hand, the lower AE at the second level is used to
distinguish ATTACK flows (KO) from false positives (FP), which are to be classified
as ATTACK and BENIGN , respectively.

Fig. 2 2L-ZED-IDS: operating model

In particular, Net1 is trained with network flows contained in the training dataset,
according to the single-level approach defined in the above section. Net2OK and
Net2KO, instead, are trained with output data from the (previously trained) Net1
autoencoder, OK + FN and KO + FP, respectively. It is worth pointing out that
the three autoencoders (Net1, Net2OK and Net2KO) share the same structure of
the ZED-IDS AE. The only difference between them lies in the data used for their
training.

We have tested the two-level networks, with the subset of 20% flows from the
original dataset not used in the multiple training/validation phases previous carried
out. The results presented in the next section show that our two-level approach has
a significant impact on the overall performance of the system, as reduces the false
alarm rate and slightly improves the detection rate as compared to the single autoen-
coder model tested in our previous work.
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4 Results

For the evaluation of our approach, we chose as a reference the modern CICIDS2017
dataset [18]. In fact, we carried out tests on both the 2017 dataset and the most re-
cent version of 2018 (CSE-CIC-IDS2018). These datasets are publicly available and
contain both benign traffic and many known recent attacks. The data are available
in packet format (PCAP) and flow labeled format (CSV). In particular, for the lat-
ter format, each record is a labeled flow resulting from the network traffic analysis
carried out by the tool CICFlowMeter [12]. Each record is a flow identified by 85
features. These include network traffic characteristics as well as labeling indicating
whether the flow is a benign or an attack one.

The main difference between the two versions of the dataset concerns the en-
vironment in which they were created. The 2017 version was created in a simu-
lated context with a few machines, while the 2018 attacking infrastructure version
includes 50 machines and the victim organization has 5 departments with 420 ma-
chines and 30 servers. The CSE-CIC-IDS 2018 dataset was collected on the Amazon
AWS computing platform, and so it is also known as CIC-AWS-2018 dataset. There
are also some differences in sample sizes between the two versions of the datasets.
In the CSE-CIC-IDS 2018 dataset there is a larger number of samples for most at-
tacks. The attacks in the two versions of the dataset are the same. However, some of
them have been made by exploiting different tools. These differences are sketched in
the Figure 3 that shows all the attacks performed in the two versions of the dataset.

Fig. 3 CICIDS2017 and CSE-CIC-IDS 2018 datasets

During the first phase of experimentation we performed data preprocessing. As
mentioned above, each flow is identified by 85 features, but we only use 83 attributes
for our analysis, since the Flow ID and Timestamp feature are not relevant for the
detection process. We implemented the 2L-ZED-IDS with Python, Keras [6] and
Tensorflow [1]. Customarily, the performance metrics are computed by means of
the obtained total number of true positives (TP), of true negatives (TN), of false
positives (FP) and of false negatives (FN). From these four values, it is possible to
compute the following metrics, widely used in the intrusion detection field:
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• Detection Rate: ratio of the number of correctly classified anomalous instances
to the number of all actual anomalous instances:

Detection Rate =
T P

(T P+FN)
(1)

• Accuracy: ratio of the number of correctly classified anomalous and normal in-
stances to the number of all instances:

Accuracy =
T P+T N

(T P+T N +FP+FN)
(2)

• Precision: ratio of the number of correctly classified anomalous instances to the
total number of instances that are classified as anomalous:

Precision =
T P

(T P+FP)
(3)

• False Alarm Rate: ratio of the number of incorrectly classified normal instances
to the total number of all actual normal instances:

False Alarm rate =
FP

(FP+T N)
(4)

Table 1 shows the results obtained using the single-level ZED-IDS approach. It
is worth pointing out that for some types of attacks, such as Infiltration, there is no
measurement. This is because there are only 36 Infiltration samples in CICIDS2017
dataset, while PortScan attacks are not present in CSE-CIC-IDS2018 dataset. Heart-
bleed attacks, on the other hand, were not considered as they are an unrepresenta-
tive number of samples in the original dataset (11 samples in CICIDS2017). Table
2 instead shows the results obtained by applying the two-level approach. A com-
parative analysis between the two approaches is reported in Table 3. In particular, it
is possible to note that there is a slight improvement in the detection rate after the
application of the two-level approach, but what is most interesting is the significant
reduction of the false alarm rate which tends to drop by more than 50% in almost
all cases. This shows that the double learning approach can lead to an overall im-
provement in performance, especially regarding false positives. It is also important
to point out that our AE has been trained in about 300s, and the detection time for a
single flow is about 1 microsecond.

5 Conclusions

Anomaly detection is an active research topic in the security and cloud systems
industry. In this context, it is essential to find countermeasures capable of mitigating
the possible damage to the infrastructure caused by an attack. In this paper, we have
presented the 2L-ZED-IDS anomaly detector, as an extension of our previous work.
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Table 1 Performance Comparison - Single-Level Approach

Attack
Detection rate % Accuracy % Precision % False alarm rate %

CIC-2017 CIC-2018 CIC-2017 CIC-2018 CIC-2017 CIC-2018 CIC-2017 CIC-2018
DoS 95.8 98.2 95.7 96.2 92.7 91.9 4.3 4.9

Botnet 96.9 97.3 98.6 98.5 90.1 90.3 1.1 1.3
Brute Force 97.6 98.2 91.2 91.6 90.2 90.1 2.2 2.1
Web Attack 98.5 93.7 98 96.7 90 90.6 2 2.5

DDoS 96.9 97.5 96.7 97.3 97.6 98 3.4 2.8
Infiltration - 96.5 - 96.8 - 98.3 - 2.7
PortScan 96.2 - 95.9 - 96.5 - 4.4 -

Table 2 Performance Comparison - Two-Level Approach

Attack
Detection rate % Accuracy % Precision % False alarm rate %

CIC-2017 CIC-2018 CIC-2017 CIC-2018 CIC-2017 CIC-2018 CIC-2017 CIC-2018
DoS 98.1 98.8 98 98.7 98.7 97.8 1.1 1.3

Botnet 98.6 98.9 99.3 99.2 94.8 95 0.5 0.6
Brute Force 98.2 99.2 95.2 95.8 94.9 94.8 1.1 1
Web Attack 99 97.8 98.9 98.6 94.7 95.7 1 1.1

DDoS 97.7 98.7 97.9 98.7 98.8 99 1.7 1.2
Infiltration - 98.4 - 98.5 - 99.1 - 1.3
PortScan 98.1 - 97.9 - 98.2 - 1.2 -

Table 3 Performance Comparison - Single-Level Approach/Two-Level Approach

Attack
Detection rate % 1-L Detection rate% 2-L False alarm rate% 1-L False alarm rate % 2-L
CIC-2017 CIC-2018 CIC-2017 CIC-2018 CIC-2017 CIC-2018 CIC-2017 CIC-2018

DoS 95.8 98.2 98.1 98.8 4.3 4.9 1.1 1.3
Botnet 96.9 97.3 98.6 98.9 1.1 1.3 0.5 0.6

Brute Force 97.6 98.2 98.2 99.2 2.2 2.1 1.1 1
Web Attack 98.5 93.7 99 97.8 2 2.5 1 1.1

DDoS 96.9 97.5 97.7 98.7 3.4 2.8 1.7 1.2
Infiltration - 96.5 - 98.4 - 2.7 - 1.3
PortScan 96.2 - 98.1 - 4.4 - 1.2 -

It is an anomaly detector machine learning-based and characterized by an innovative
learning approach in the context of intrusion detection, double learning. The results
obtained show the potential of the technique. We achieved a maximum value for the
detection rate of 99.2%, but the most significant improvement is the reduction of the
false alarm rate which, in the best case, reaches 0.5%. This reduces the effect of the
false alarm rate of our previous proposal.

It is important to point out that all tests have been carried out on a laptop without
GPU acceleration. Training and testing times can be further reduced using dedicated
and/or parallel hardware GPU-equipped. In our future work, we plan to analyze
flows relative to non-synthetic traffic collected on real networks in cloud environ-
ments. We also plan to apply “fine-tuning” on the learning steps of the entire system
(possibly increasing the number of levels) with the aim of further reducing the num-
ber of false positives.
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